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Abstract—The authors address a social consensus making
support in discussing countermeasures for information technol-
ogy risks (IT risks). For supporting stakeholders’ discussion
on which IT risk countermeasures the stakeholders should
implement, experts of the risk management estimate parame-
ter values of the countermeasure, define a goal and constraints,
and formulate the decision problem of the countermeasures to
be implemented as one of 0–1 integer programming problems.
Because parameter values and constraint values are uncertain,
the decision problem is reformulated as a chance-constrained pro-
gramming problem. The sample average approximation method
is a well-known method for solving the chance-constrained pro-
gramming problem. However, the computational time is still
so long that the opinion leaders cannot use a solution of the
chance-constrained programming problem in their discussion.
The authors propose a high-speed chance-constrained pro-
gramming method by aggregating the constraints that are
generated by approximation of the problem in the sample
average method. By applying the proposed method to real deci-
sion problems, the authors confirmed that computational time
is decreased to 1 min while obtaining the same error rate
and the same rate of the feasible solutions as a conventional
method.

Index Terms—Chance-constrained programming, con-
straint aggregation, information technology risk (IT risk),
sample average approximation method, social consensus
making.

I. INTRODUCTION

INFORMATION technology (IT) risks are risks caused in
information technologies that have become diverse due to

the expansion and complexity of information systems [1], [2].
In order to reduce risk, system managers must implement
countermeasures for IT risks. However, stakeholders of IT
risks do not always agree to implement the countermea-
sures due to costs, loss of convenience, and so on. Without
their agreement, some of the stakeholders are not willing
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to implement the countermeasures, which causes new IT
risks. Some guidelines, such as “risk IT” [3], emphasize the
importance of risk communication which is discussion the
stakeholders to gain consensus. The authors are developing a
new social-multiple risk communicator (MRC) [4] to support
social consensus by numerous stakeholders.

Before the discussion with social-MRC, the experts
who know much about IT risks estimate effects, cost,
inconvenience, and the other parameter values of risk
countermeasures. After that, the experts formulate the deci-
sion problem of the risk countermeasures to be implemented
as a 0–1 integer programming problem [5] based on the
estimated parameter values. Solutions of the problem are
shown as candidates of the countermeasures that can be
agreed upon by stakeholders. They choose one candidate
combination of the countermeasures while considering public
opinion. When the opinion leaders listen to public opin-
ion (e.g., “effects of countermeasures should be changed”),
they want to know the solutions in the case of chang-
ing the effects of countermeasures. However, it is diffi-
cult to determine a unique value for each parameter [6]
because public requests on the parameter values are ambigu-
ous and diverse. The authors have proposed the parameter
value setting with random variables based on the public
requests.

When the programming problem has parameters that are
random variables, the programming problem is called a
stochastic programming problem [7], [8]. Stochastic pro-
gramming problems have several varieties of problems:
chance-constrained programming problems [9], expected
value optimization problems [10], entropy optimization
problems [11], and so on. Because the stakeholders hope that
the probabilities of violating the constraints are less than
values decided by the stakeholders, the authors decide to
reformulate the original 0–1 integer programming problem
to a chance-constrained programming problem. Judgment on
whether the chance constraints are satisfied requires many
samplings for the random variables. It takes considerable
time to solve the chance-constrained programming. Because
the stakeholders have a few hours for discussion, it is
expected that the chance-constrained programming problem
is solved within a minute. The authors develop a chance-
constrained programming method whose computational time
is short enough to support the stakeholders’ discussion in using
social-MRC.
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Fig. 1. Outline of social-MRC.

II. SOCIAL-MRC

A. Outline of Social-MRC

It is difficult for a considerable number of stakeholders to
attend a face-to-face discussion simultaneously to reach social
consensus. The public selects several opinion leaders, and the
opinion leaders reach a consensus. After the opinion leaders
build a consensus through the mature discussion, the public
judges whether they are for or against the consensus. For the
opinion leaders’ discussion, experts on IT risks define the pur-
pose and constraints of the risk management, and provide
information regarding the countermeasures to stakeholders.
Fig. 1 shows the outline of social-MRC. Roles of experts,
opinion leaders, and the public involved in social-MRC are as
follows.

1) Experts: Experts design risk countermeasures to reduce
the risk r(r ∈ R) and estimate the effects of risk
countermeasures, cost, inconvenience, and so on. Let
X denote a 0–1 binary vector to express combina-
tions of the risk countermeasures. A decision variable
xi(1 ≤ i ≤ n) in the vector X indicates whether
the risk countermeasure i is implemented (xi = 1)
or not (xi = 0). And the programming problem to
decide the combination of the countermeasures is for-
mulated to the following 0–1 integer programming
problem:

Minimize f (P; X)

s.t. gj(P; X) ≤ bj( j = 1, . . . m)

where P is a vector of parameters, such as an effect
eir(∈ P) of the ith countermeasure for the rth risk, and
bj is a limit value of each constraint. In general risk man-
agement, we should consider that the objective function
f (P; X) is the sum of expected loss LrAr(eir; X) and the
cost ci(∈ P) of the ith countermeasure. The variable Lr

is the loss of the rth risk and Ar(eir; X) is an occur-
rence probability of the rth risk that is mitigated by the
effect eir. The function Ar(eir; X) is estimated by fault

Fig. 2. Estimation of occurrence probability Ar(eir; X) by fault tree analysis.

tree analysis [12], [13] as shown in Fig. 2

f (P; X) =
∑

r∈R

LrAr(eir; X) +
n∑

i=1

cixi. (1)

Representative examples of constraints gj(P; X) are
related to the sum of the occurrence probability
Ar(eir; X) and sum of cost ci

g1(P; X) =
∑

r∈R

Ar(eir; X) ≤ b1 (2)

g2(P; X) =
n∑

i=1

cixi ≤ b2. (3)

2) Opinion Leader: Each opinion leader changes the
parameter values based on opinions from the public
and solves the problem to obtain a solution that can be
agreed upon by each opinion leader and the public (e.g.,
risk-sensitive opinion leaders often set small values to
the effect of the countermeasure and obtain the solu-
tion under assumption of pessimistic situations). Then
opinion leaders support different solutions depending on
different parameter values.

3) The Public: The public chooses an opinion leader based
on the content of the discussion, and states opinions
about the formulation of the problem, the solutions
supported by opinion leaders, and the parameters.

In order to support the discussion among the stakeholders,
social-MRC has an optimization engine to solve the 0–1 inte-
ger programming problem quickly. The public can watch the
discussion via live streaming and send in their opinions via
microblog.

B. Chance-Constrained Programming of IT
Risk Countermeasures

As the authors stated in Section II-A, opinion leaders
take the public opinion into consideration when setting
parameter values, and solve 0–1 integer programming prob-
lems repeatedly. Then the original 0–1 integer programming
problem changes as shown in Fig. 3. Opinions from the
public are qualitatively expressed, such as “effects of risk
countermeasures are overestimated” and “we have to con-
sider increasing cost,” which make it difficult to determine
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Fig. 3. Formulation of chance-constrained programming in changing
parameter values.

values of parameters uniquely. Opinion leaders set values
of parameters based on the probability distribution, which
depends on public opinion. For example, when the effect
of a countermeasure for a risk is 0.5 and the public relays
the opinion that the effect should be smaller, opinion leaders
set values that follow a uniform distribution from 0.4 to 0.5.
Generally, opinion leaders often consider both optimistic and
pessimistic opinions. They set the parameter values within
the range from the lowest value as the pessimistic opin-
ion to the largest value as the optimistic opinion [14], [15].
Because opinion leaders think that all parameter values should
be equally considered, they decide the probability distribu-
tion fits a uniform distribution. Even if the opinion leaders
assume different uniform distributions for the same parameter,
the opinion leaders use their own distributions for parameters
without combining the distributions to reflect their opinions to
the solutions of the programming problem. Because the pro-
gramming problem has these random variables ξ , these prob-
lems are reformulated by the following chance-constrained
programming:

Minimize E[ f (P(ξ); X)]

s.t. Pr
[
gj(P(ξ); X) ≤ bj

] ≥ ρj ( j = 1, . . . m)

where P(ξ) is the parameter vector which has random
variables, E[ · ] is the expectation, Pr[ · ] is the probability
of satisfying the constraint and ρj is the lower limit of the
probability. Opinion leaders solve the chance-constrained pro-
gramming problems by changing the probability contribution
set on each parameter, and obtain the candidates for agreement
solutions.

In this paper, the purpose of this research is to solve chance-
constrained programming problems in several tens of seconds
to use the solutions of the problem as candidate combina-
tions of countermeasures without undue interruption of the
discussion.

Fig. 4. Sample average approximation.

C. Problems With Existing Solution Methods

There have been many studies on solving chance-
constrained programming problems efficiently. When all ran-
dom variables follow the independent identical distribution and
all the functions are defined as linear functions, this prob-
lem can be approximated to a linear programming problem
using an average and a standard deviation of the probability
distribution [16]. In addition, when it is known that constraints
are convex, the approximating method by convex linear con-
straints has been also proposed [17], [18]. However, in this
research, probability distributions that the parameters follow
are different, and both an objective function and the constraints
are nonconvex because of the occurrence probability Ar(eir; X)

decided by fault tree analysis.
For the problems that are difficult to approximate,

the sampling average approximation method has been
proposed [19], [20]. Fig. 4 shows the outline of the sampling
average approximation method. This method obtains values of
parameters by sampling from probability distributions several
times. Because the objective function has only product-sum
operations of parameters, it is possible to derive expectations
of the objective function by replacing the random parameters
as the average of the parameters. The chance constraints are
changed to constraints without random variables by using sam-
pled values of the parameters Ph(1 ≤ h ≤ N). Let Mh denote
a larger value than gj(Ph; X) ≤ bj, zh denote an additional 0–1
decision variable, and γj denote (1−ρj). The constraint is sat-
isfied at zh = 0 but not satisfied at zh = 1. Because the sum of
zh has to be N(1 − γj) or smaller, the constraint gj(P; X) ≤ bj

is satisfied by more than a certain rate ρj(= 1 − γj).
In the sampling average approximation, the more the sam-

pling size N increases, the more the accuracy of satisfying the
constraints improves. However, the additional decision vari-
ables zh also increase. The size of the problem space becomes
larger. Due to the large problem space, the computational time
is still too long for the stakeholders to use the solution of the
problem in their discussion.

III. HIGH-SPEED CHANCE-CONSTRAINED PROGRAMMING

METHOD BY CONSTRAINTS AGGREGATION

A. Approach

As described in Section II-C, the increase of the decision
variable zh makes the computational time longer in order
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Fig. 5. Approach to aggregate the similar constraints.

to obtain a solution that satisfies the chance constraints. If
it is possible to decrease the number of the approximated
constraints with zh, the computational time can be decreased.

Focusing on the approximated constraints, some of approxi-
mated constraints are similar because the basis of the function
is the same among the approximated constraints. Fig. 5
shows our approach to aggregate the similar constraints for
decreasing the number of additional decision variables.

An example of Fig. 5 shows the constraints that consist of
two decision variables: 1) x1 and 2) x2. In the graph at the
upper side of Fig. 5, there are four functions that are con-
straints generated by the sample average approximation. Due
to the same basis of the functions, some of the constraints are
also similar. By aggregating the similar constraints, the number
of constraints is decreased to 2 as shown in the lower side of
Fig. 5. Therefore, it is expected that aggregating the constraints
decreases the computational time. Furthermore, because the
aggregated constraints represent the original constraints, the
proposed method can derive as a good solution as the sample
average approximation.

In order to solve the chance-constrained programming
problem, it is necessary to decide which constraints are
replaced as aggregated constraints and to decide the parameter
Qs on the sth aggregated constraint. An average constraint is
typically used instead of the constraints to be aggregated [21]
but incorrectly causes infeasible solutions. The authors not

Fig. 6. Process of constraints aggregation.

only use the average of the constraint gj(Qs; X) but also
consider conservative cases where the constraint gj(Qs; X) is
increased to gj(Qs; X) + δs. The authors call δs “constraint
residual.”

The following sections describe the method of constraints
aggregation with estimating constraint residual.

B. Constraints Aggregation With Estimating
Constraint Residual

In order to aggregate the constraints, the proposed method
needs to choose constraints to be aggregated and to decide
parameter values in the aggregated constraints. The process of
the constraints aggregation is shown in Fig. 6.

The process of the constraints aggregation consists of the
following functions.

1) Clustering Constraint Functions by Gradients: As
shown in Fig. 5, the similarity of the constraints is equiva-
lent to the similarity of the gradient of the constraint function.
So, the proposed method calculates the gradient of the deci-
sion variable xi in the constraint function θjh = gj(Ph; X)−bj.
Because the value of the decision variable is either 0 or 1, the
gradient gradjih of xi in θjh is decided by the following:

gradjih = ∂θjh

∂xi

∣∣∣∣
X=Bi

− ∂θjh

∂xi

∣∣∣∣
X=0

.

Bi is a vector where xi is 1 and the others are 0. By
calculating gradjih, it is possible to obtain the vectors of gradjih
on θjh as shown in Fig. 6.
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Based on the vectors of gradjih, the proposed method makes
clusters of the constraint functions. The proposed method
applies k-means clustering as a typical clustering method [22].
Before clustering, we have to decide the number of clus-
ters. In general, in order to determine the number of clusters,
Bayesian information criterion and Akaike information crite-
rion are widely used [23], [24]. k-means clustering assigns
θjh to the clusters randomly. Calculating the distance between
θjh and the center of the cluster, k-means clustering reas-
signs θjh to the cluster where the distance between the θjh

and the center is the smallest. The authors decide the center
of the cluster as the average values of gradjih that belong to
the cluster. Let Cen = {Cen1, · · · Cenn} denote the vector of
the average values of the gradients

Ceni = Sum of gradjih in the cluster

The number of θjh in the cluster
.

The authors define the distance between θjh and Cen as the
Euclidean distance

distance(θjh, Cen)

=
√(

gradj1h − Cen1
)2 + · · · + (

gradjnh − Cenn
)2

.

When no θjh are reassigned to the clusters (i.e., the clos-
est cluster for θjh is not changed by any reassignment),
the proposed method determines the clusters of θjh for the
aggregation.

2) Aggregating Constraint: The proposed method replaces
the constraints with the aggregated constraint that consists of
the average values of the parameters in the constraints in the
cluster. Let Qs denote the parameter vector of the aggregated
constraint in the sth cluster Cls that is a set of h in the cluster.
Qs is calculated by the following formula:

Qs =
∑

h∈Cls Ph

|Cls|
where |Cls| indicates the number of the constraints in the sth
cluster.

Next, the additional decision variable zh has to be changed
because satisfying the aggregated constraint is equivalent to
satisfying multiple constraints in the cluster. So, the additional
decision variable ws that considers the number of constraints
in the cluster is as follows:

ws ∈ {0, |Cls|}.
3) Estimating the Constraint Residual: Through the above

steps, gj(Qs; X) − bj and Msws can be decided, but δs has not
been decided yet. When δs is large, gj(Qs; X) − bj has to be
smaller, which enables satisfaction of the chance constraints
at a high possibility. The difference among aggregated con-
straints at step 2 depends on the distance in the cluster. So,
δs is decided as the largest distance(θjh, Cen) in the hth cluster.
Finally, the aggregated constraint is described as follows:

gj (Qs; X) + max
h

distance(θjh, Cen) − bj ≤ Msws.

Fig. 7. Screen to display discussion and input opinions (two opinion leaders
are discussing).

Fig. 8. Block diagram of the implemented system.

IV. SYSTEM IMPLEMENTATION

We have implemented the chance-constrained programming
system on social-MRC. During the discussion to reach con-
sensus, the opinion leaders and the public check the screen
of the social-MRC shown in Fig. 7. All the descriptions on
the screens are written in Japanese, but some of them are
translated to English. When the opinion leaders find the pub-
lic request for changing parameter values on the screen, the
opinion leaders change the parameter values and solve the
chance-constrained programming problem with the changed
parameter values.

Fig. 8 shows the block diagram of the implemented system
to change the parameter values and to solve the chance-
constrained programming problem. Based on the opinions
from the public shown in the screen, opinion leaders set
parameter values to an objective function and constraints via
interface for parameter setting. Fig. 9 shows the screen for
inputting parameter values. After the opinion leaders decide
which parameter values are changed, the opinion leaders clicks
one of tabs that indicate the countermeasures of the parameter
values on the top of the screen. The opinion leader sets the
range of the parameter value by slide bar.

By applying the change of the parameter values, the
problem that the stakeholders discuss is changed to a
chance-constrained programming problem. The proposed
approximation method is applied to the chance-constrained
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Fig. 9. Screen for inputting parameter values.

Fig. 10. Screen for showing information about the solution.

programming, and the approximated problem is solved by the
existing optimization engine. Finally, values of the objective
function and the constraint values are shown to the stakehold-
ers and the public via the interface to display the solution.

Fig. 10 shows the screen for displaying information about
the solution. The solution is shown at the top right; coun-
termeasures 2, 3, 5, and so on are selected as a solution. The
evaluation and constraints values are shown by a radar chart at
the left side. The axes indicate the values of the evaluation and
constraints on the original programming problem before being
transformed to the chance-constrained programming problem.
It is necessary to consider that the evaluation value and the
constraint values are not unique because of changing parame-
ter values. On the radar chart, it is possible to find two kinds
of graphs to indicate the evaluation value and the constraint
values on the solution of the chance-constrained programming
problem. The innermost graph indicates average values of the
evaluation and the constraints and the second innermost graph
indicates the worst values of the evaluation and the constraints.
The detailed values are shown in the bottom right table.

V. EVALUATION EXPERIMENT

A. Target of Experiment

The targets of the experiment are to reach consensus on
countermeasures for: 1) an information leakage in an infor-
mation service industry [25] and 2) a spread of harmful
information to youth in a wireless carrier industry [26]. The
authors call them “problem 1” and “problem 2,” respectively.

1) Information Leakage in an Information Service Industry:
Many incidents of personal information leakage happen
and damage the companies that provide services based
on the personal information. The countermeasures for
the information leakage are installing firewalls, introduc-
ing surveillance cameras to the server room, prohibiting
e-mail file attachments without authorization, and so on.
Some of the countermeasures invade the privacy or are
inconvenient for workers in the company. Opinion lead-
ers of the company and the workers need to discuss to
reach a consensus. The number of the countermeasure
is 15 and the number of risks is 14. This problem con-
sists of the same formulas as f (P; X), g1(P; X), g2(P; X)

in (1)–(3) in addition to the following formulas:

g3(P; X) =
15∑

i=1

incixi ≤ b3 (4)

g4(P; X) =
15∑

i=1

priixi ≤ b4 (5)

where g3(P; X) indicates the constraint that the total
of inconvenience inci by the ith countermeasure has
to be b3 or less, and g4(P; X) indicates the constraint
that the total of the privacy invasion prii by the ith
countermeasure has to be b4 or less.

2) Spread of Harmful Information to Youth in a Wireless
Carrier Industry: Using a cell phone, many youth that do
not have sufficient computer literacy can get information
via Internet. This enables the youth to access harmful
information, such as Internet suicide, child prostitution,
and so on. In order to protect youth from such harm-
ful information, the Japanese government and wireless
carrier industries discuss which kinds of content filter-
ing are necessary. The number of countermeasures on
the content filtering is 15 and the number of risks, such
as Internet suicide, is 6. This problem consists of the
same formula as f (P; X) in addition to the following
formulae:

g5(P; X) = L3A3(ei3; X) ≤ b5 (6)

g6(P; X) = L1A1(ei1; X) + L2A2(ei2; X) ≤ b6 (7)

g7(P; X) = L4A4(ei4; X) + L5A5(ei5; X)

+ L6A6(ei6; X) ≤ b7 (8)

g8(P; X) =
15∑

i=1

rightixi ≤ b8 (9)

g9(P; X) =
15∑

i=1

freeixi ≤ b9 (10)
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TABLE I
COMPUTATIONAL TIME AND EVALUATION VALUE

BY THE BRUTE FORCE METHOD

where g5(P; X), g6(P; X), and g7(P; X) indicate the con-
straints on the number of youth’s killing people, the
number of killed youth, and the number of youth
involved in crimes, respectively. g8(P; X) indicates the
constraint that the total of right-to-know invasion righti
by the ith countermeasure must be b8 or less, and
g9(P; X) indicates the constraint that the total invasion
of freedom of speech freei by the ith countermeasure
must be b9 or less.

The parameter values are estimated by experts and shown
in [25] and [26]. According to discussions among experts and
opinion leaders, the authors found that it is difficult to deter-
mine a unique value for the effects eir of each countermeasure.
Therefore, experts set the range of the effect eir; the maxi-
mum value of eir is the same as the initial value set by the
experts and the minimum value of eir is 90% of the initial
value. The authors assume that eir follows a uniform distribu-
tion within the range [0.9 × eir, eir]. Therefore, the problems
must be solved as a chance-constrained programming prob-
lem, including chance constraints of Pr[g1(P(ξ); X) ≤ b1] ≥
ρ1, Pr[g5(P(ξ); X) ≤ b5] ≥ ρ5, Pr[g6(P(ξ); X) ≤ b6] ≥
ρ6, Pr[g7(P(ξ); X) ≤ b7] ≥ ρ7. The lower bound of the
probability is set to ρ1, ρ5, ρ6, ρ7 = 0.95.

Based on these conditions, the authors implement our pro-
posed method on a computer that has a Windows 2008
Server operating system, CPU Intel Xeon CPU E5-2450
2.10 GHz × 2, and 128 GB memory. Using two kinds of
the above described problems, the authors evaluate the effec-
tiveness of the proposed method by comparing to the sample
average approximation method [19]. In applying both methods,
the number of sampling is set to N = {10, 20, 30, . . . , 100}.
The number of clustering in the proposed method is set
to 5 or 10. The authors use Mathematica [27] to solve
the 0–1 programming problem that is approximated by
either the sampling average approximation or the proposed
method, and Weka [28] to apply k-means for clustering
constraints.

The approximation method can not always derive the
optimal solution to minimize the objective function under
constraints. In order to evaluate the solutions by the pro-
posed method, the authors apply the brute force method to
find the optimal solution from all the candidate solutions
(= 215 solutions) while judging whether each candidate solu-
tion satisfies the chance constraint by sampling the parameter
of the effects 100 times. Table I shows the computational
time and evaluation value that are obtained by the brute force
method.

As shown in Table I, the computational time by the brute
force method is so long that it is impossible to use during the

Fig. 11. Computational time to solve problem 1.

discussion. Because a small computational time and good eval-
uation value with fewer infeasible solutions are expected from
the proposed method, the authors set the evaluation criteria as
follows.

1) Computational time.
2) Error Rate on the Evaluation: The authors have ten tri-

als of the approximation methods, the sample average
approximation and the proposed method for each num-
ber of sampling times and each cluster size to get the
average of the evaluation value E[ f (P(ξ); X)]. The error
rate as the difference between the evaluation value by
an approximation method and the brute force method is
calculated by the following formula:

Error rate = E[ f (P(ξ); X)] by an approximation method

E[ f (P(ξ); X)] by the brute force method
.

3) Rate of Feasible Solutions: In order to evaluate how
often the proposed method outputs feasible solutions,
the rate of feasible solutions for ten trials of the
approximation methods is calculated by the following
formula:

Rate of feasible solutions

= The number of feasible solutions

The number of trials(= 10)
.

B. Experimental Result

First, the authors discuss the computational time in order
to judge whether the proposed method is useful enough to
apply for consensus support. Figs. 11 and 12 show the com-
putational time to solve the problems 1 and 2 by the method
with the sample average approximation and the proposed
method.

According to Figs. 11 and 12, the computational time by
the methods are increased linearly depending on the num-
ber of sampling. The computational time by the method with
sample average approximation is increased more than by the
proposed method. When the number of sampling is over 60,
the sample average approximation takes 1 min. By comparing
computational time using the sample average approximation
in Figs. 11 and 12, it is confirmed that the computational time
to solve problem 2 is longer than to solve problem 1. This
is because the problem 2 includes three chance constraints.



732 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 45, NO. 5, MAY 2015

Fig. 12. Computational time to solve problem 2.

Fig. 13. Error rate on the evaluation and rate of feasible solutions in the
case of problem 1.

The more chance constraints there are, the more approximated
constraints are derived by the sample average approximation.
This makes the computational time longer without aggrega-
tion of derived constraints. On the other hand, the proposed
method can keep the computational time under 1 min when
the number of sampling is below 100, which enables support
reaching of the consensus. Small numbers of clusters decrease
the computational time, but the amount of the decrease is not
large.

Next the authors discuss the error rate on the evaluation and
the rate of feasible solutions. Figs. 13 and 14 show the error
rate on the evaluation and the rate of feasible solutions in the
case of problems 1 and 2, respectively.

1) Error Rate: Error rates are shown in the bar chart. When
the number of sampling is increased, the error rates are
often decreased. This is because only tight constraints
may be derived by a small number of sampling. Large
number of sampling derives various kinds of constraints,
including tight constraints and loose constraints, which
can decreases the error rate.

Through comparing the error rates by the proposed
method using five clusters and ten clusters, the error rate
by the proposed method using three clusters is larger
than the proposed method using ten clusters. When the
number of the clusters is set to a small value, different

Fig. 14. Error rate on the evaluation and rate of feasible solutions in the
case of problem 2.

constraints are aggregated to the same cluster, which
makes the error rate larger.

According to the error rates by the sample average
approximation and by the proposed method using ten
clusters, the error rate by the proposed method is a
little bit larger than the error rate by the sample aver-
age approximation when the number of sampling is
large. The reason why the error rate is increased is
that constraint residual in the proposed method considers
pessimistic situations. Constraint residual for pessimistic
situations increases the error rate and the rate of feasible
solutions.

2) Rate of Feasible Solutions: The rates of feasible solu-
tions are shown in line charts. The larger number of
sampling tends to increase the rate of feasible solutions
because various constrains are derived by sampling for
chance constraints for obtaining the feasible solutions.

As is the case in error rates, the small number of
clusters decreases the rate of feasible solutions due to
different constraints in the same cluster. The proposed
method using ten clusters increases the rate of feasible
solutions to 1.0 in both cases, which is better than the
sample average approximation.

By comparing the rate of feasible solutions in the
cases of problems 1 and 2, it is confirmed that the rate
in the cases of problem 2 is worse than one in the cases
of problem 1. Because problem 2 has three chance con-
straints, the sample average approximation has to deal
with the constraints that are triple the number of sam-
pling. Due to many constraints, it is difficult to calculate
the feasible solution. So, the rate of the feasible solution
is small in using the sample average approximation.

Through the above comparative analysis on the experimental
results, it is confirmed that the proposed method can decrease
the computational time and keep both the error rate and the rate
of the feasible solutions. The chance-constrained programming
problem can be solved several times in one discussion with
changing parameter values or limit values of the constraints.
Because waiting time for obtaining solutions can be decreased
by the proposed method, the stakeholders can use more time
for improving the discussion.
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VI. CONCLUSION

The authors have developed the social-MRC to support
reaching the social consensus on IT risk countermeasures.
The social-MRC solves the 0–1 integer programming prob-
lem of the risk countermeasures, and displays the solutions
to the stakeholders. However, it is difficult for the stakehold-
ers to determine a unique value for each parameter on the
0–1 integer programming problem. The authors reformulated
the problem as the chance-constrained programming problem.
Because solving the chance-constrained programming prob-
lem takes much computational time using the sample average
approximation, the computational time must be decreased for
the use in the stakeholders’ discussion.

In this paper, the authors proposed the chance-constrained
programming method by constraints aggregation to decrease
the computational time. Some of the constraints that are gen-
erated by the sample average approximation are similar to
each other. The similarity between the constraints are decided
by gradients of the decision variables. By clustering the con-
straints based on the vectors that consist of the gradients, the
average value of each parameter on the constraints in a clus-
ter is set to the value of the parameter on the aggregated
constraint. In addition, the authors introduced the constraint
residual on the aggregated constraints in order to get the
feasible solutions.

Experimental results on two actual cases of information
leakage and spread of harmful information showed that the
proposed method decreased the computational time to 1 min
while obtaining as good evaluation values as the sample aver-
age approximation. On the other hand, the proposed method
improves the rate of the feasible solutions. Therefore, the dis-
cussion among stakeholders becomes more efficient by the
proposed method than ever before.
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